
Chapter 2

Project Risk Management

2.1 Leveraging with information technology: What is IS Risk
Management1

The IS risk is the business risk associated with the use, ownership, operation, involvement, in�uence and
adoption of information/technology solutions (Application, Hardware, Network and People) within an or-
ganization. IS risk consists of IS-related events that could potentially impact the business. It is also the
management of uncertainty within the functions of IS so as to provide the organization with assurance that:

• the possibility of a threat occurring is reduced or minimized, and
• the impact, direct and consequential, is reduced or minimized.

To provide this assurance, threats must be identi�ed and their impact on the organization evaluated so that
appropriate control measures can be e�ected to reduce the possibility or frequency of a threat occurring and
to reduce or minimize the impact on the business.

Information is a key business resource which, in order to be of value, must be correct, relevant and
applicable to the business process and delivered in a timely, consistent and usable manner; it must be
complete and accurate and provided through via the best use of resources (planned or unplanned), and if
sensitive it must have its con�dentiality preserved. Information is the result of the combined application of
data, application systems, technology, facilities and people. IS Risk Management ensures that the threats
to these resources are identi�ed and controlled so that the requirements for information are met.

2.1.1 Project management risks

Despite the fact that sound system design and installation methodologies have been well known for decades,
the IT profession is still plagued by troubled or failed projects, colloquially called �an Ox in the ditch.�
Studies like the Chaos Reports published by the Standish Group over the years have documented the extent
of IT project successes and failures. For example, the latest publicly available report, "CHAOS Summary
2009," states:

"This year's results show a marked decrease in project success rates, with 32% of all projects
succeeding which are delivered on time, on budget, with required features and functions" says Jim
Johnson, chairman of The Standish Group, "44% were challenged which are late, over budget,
and/or with less than the required features and functions and 24% failed which are cancelled
prior to completion or delivered and never used."

1This content is available online at <http://cnx.org/content/m35517/1.4/>.
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"These numbers represent a downtick in the success rates from the previous study, as well as a signi�cant
increase in the number of failures", says Jim Crear, Standish Group CIO, "They are low point in the last �ve
study periods. This year's results represent the highest failure rate in over a decade" (Standish 2009). So,
you have to be aware of �gure like these before you give the go-ahead for an IT project. Failed IT projects
can be disastrous to an organization, even forcing them to go out of business.

Some of the reasons IT projects fail are:

• An inadequate understanding of what functions and features (i.e. requirements) the organization needs
in the new system. It would be like trying to build a building before its design has been completed.

• Poor project planning, task identi�cation, and task estimation. Usually this means that essential
tasks have been overlooked or under-estimated meaning the project's time and cost estimates are too
optimistic.

• Lack of proper skills on the project team. This would be like assigning carpentry tasks to an electrician.
Some IT professionals think they can do anything and this is almost always not true.

• Failure to address problems and/or no project champion. Just about every IT project has problems.
If they are not dealt with on a timely basis they don't go away by themselves, they just get worse. It
is helpful in addressing problems if a highly-placed executive is a �champion� of the project and can
step in and get problems solved if the project team is struggling.

• Inadequate testing. All too often, a new system is put into operation before it has been adequately
tested to be sure it handles all conditions it is likely to encounter. A system failure after conversion
can cause normal business processes (like accepting customer orders, for example) to fail.

• No fall-back plan. Before converting to a new system, the project team should have a tested fall-back
plan they can revert to in order to keep business processes working while the new system is adjusted.

• Executive champions should be aware that IT project risks are all too often known to the IT profes-
sionals but are not always shared with others. Therefore, you should always ask that a formal project
risk assessment be done at the beginning of a project and that plans are in place to keep risks at a
minimum.

2.1.2 Security risks

The biggest challenge companies' face in tackling IS security risks is the growing sophistication of hackers
and other cyber-criminals. Organizations must now contend with a range of hi-tech attacks orchestrated by
well-organized, �nancially-motivated criminals. While large organizations often have independent IS security
sta�s, it is likely that your start-up can focus on just a couple of basic items, such as:

• Identifying the value of information stored on your computer(s) and making sure that access to such
information is restricted to employees who need to use for legitimate business purposes. For example,
your customer database and customer pro�tability analyses should be protected as you would not
want such information to fall into the hands of a competitor as the result of actions taken by a disloyal
employee.

• Computers sometimes break down (�crash�). This is why it is important to have a procedure of backing
up critical �les on a daily basis, and have written, tested procedures to recover needed information from
backup �les quickly. Organizations have gone out of business as a result of failed computer systems
that were not properly backed-up.

If you have a website, you will need to be sure that it is adequately protected from both internal and external
threats. We discuss Internet risks in the next section.

2.1.3 Internet risks

Companies considering a web site or Internet-based services need to be aware of the various risks and reg-
ulations that may apply to these services. Over the past few decades, the Internet has become critical to
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businesses, both as a tool for communicating with other businesses and employees as well as a means for
reaching customers. Each day of the week and every month, there are new internet threats. These threats
range from attacks on networks to the simple passing of o�ensive materials sent or received via the internet.
The risks and particular regulations that apply may vary depending on the types of services o�ered. For
example, Institutions o�ering informational websites need to be aware of the various consumer compliance
regulations that may apply to the products and services advertised online. Information needs to be accurate
and complete to avoid potential liability. Security of the website is also an important consideration. Com-
panies and some individuals traditionally have relied on physical security such as locks and safes to protect
their vital business information now face a more insidious virtual threat from cyber-criminals who use the
Internet to carry out their attacks without ever setting foot in an establishment or someone's home. More
often than not, these crimes are conducted from outside the United States. Security measures should protect
the site from defacement and malicious code.

It is clear that no single risk management strategy can completely eliminate the risks associated with
Internet use and access. There is no one special technology that can make an enterprise completely secure.
No matter how much money companies spend on cyber-security, they may not be able to prevent disruptions
caused by organized attackers. Some businesses whose products or services directly or indirectly impact the
economy or the health, welfare or safety of the public have begun to use cyber risk insurance programs as a
means of transferring risk and providing for business continuity.

2.1.4 Summary of IS risk management

Managing IS Risk is a daily decision making process aimed at reducing the amount of losses and threats to
a company. It is a pro-active approach to reducing ones exposure to data/information loss and ensuring the
integrity of the applications used day-to-day. An IS security plan should include at minimum a description
of the various security processes for speci�ed applications, procedural and technical requirements, and the
organizational structure to support the security processes. A risk assessment should be performed �rst.
Identifying risks provides guidance on where to focus the security requirements. Security requirements and
controls should re�ect the business value of the information assets involved and the consequence from failure
of security. Security mechanisms should be `cost bene�cial', i.e., not exceed the costs of risk. It should also
include what is expectable for risk within the overall IS security plan

2.2 Risk Assessment in Disaster Management2

Objectives:
To become acquainted with high risk and special populations in disaster management
To raise awareness of diversity issues in disaster management
We learn why vulnerability matters in disaster management and gain an overview of the di�erent schools

of thought that have formed the �eld of disaster management. We consider the de�nition, scope, and
measurement of hazards risk and pay particular attention to high risk and special populations, including
displaced people (refugees), ethnic minorities, economically disadvantaged populations, children, and the
elderly.

2.2.1 Example 1

2.2.1.1 Linda Davis

Description of Principle: �The patterns of everyday life put certain people at greater risk from disasters
than others� (Gillespie, 2010, p. 3)

Justi�cation: This principal is exceedingly important because only when we understand what puts
individuals and groups at risk during a disaster can we begin to �nd ways to reduce the risk and prepare an

2This content is available online at <http://cnx.org/content/m40282/1.2/>.
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appropriate disaster response. For example, �in disasters, low-income households are highly vulnerable be-
cause of less insurance protection, older housing, and fewer material resources for recovery� (Zakour & Harrel,
2003, p. 28). By having an understanding of the various risks, social workers and others involved in disaster
management can focus their e�orts on minimizing the risks and providing resources for those most directly
a�ected by the disaster. Likewise, understanding about vulnerability �increases the capacities of responders
by delegating authority to the local level, avoiding overly stringent bureaucratic operating procedures, en-
couraging self-reliance among the a�ected population, improving decision making in crisis situations, and
discouraging the creation of dependency through well-intentioned but sometimes counterproductive relief
operations� (McEntire, 2004, p. 27).

Social Work Relevance: Part of the work of social workers is serving those who are most vulnerable
within our community. This professional emphasis must extend to the area of disaster management. The
social work profession is �committed to serving vulnerable populations at risk for social and economic dis-
advantage, including exposure to hazards in the social and physical environment� (Zakour & Harrel, 2003,
p. 28). Discovering the patterns of vulnerability helps social workers be better prepared for their jobs, be-
cause �social workers who understand those patterns are better able to direct and manage scarce resources�
(Gillespie, 2010, p. 3).

Related De�nitions:
Vulnerability: the degree of internal risk in a society in relation to the level of resilience of those societies

or communities in danger (Zakour, 2010, p. 16)
Distributive Justice: the condition in which all populations in a community, and all communities in a

society, have equal access to resources and capactiy needed for overall well-being and resilience in the face
of adversity (Zakour, 2010, p. 17)

Physical environment: the natural, built, or technological environment (Zakour, 2010, p. 17)
Social environment: the social organization of a community or society, with an emphasis on the psycho-

logical and cultural characteristics of a social organization (Zakour, 2010, p. 17)
Risk: the e�ects of environmental liabilities on the physical structures and assets of a community (Zakour,

2010, p. 18)
Resilience: the ability of a social system such as a society, community, group, or household to recover or

bounce back after a disaster (Zakour, 2010, p. 18)
Illustrations:
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Figure 2.1

This diagram shows how a vulnerable population, such as one who has a low level of assets, can have an
increased risk when it is presented with a disaster. Policies, Institutions and Processes, as well as long term
trends, can either increase or decrease a groups' vulnerability.
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Figure 2.2

This model shows how a risk assessment and vulnerability analysis can be used to help mitigate and
respond to a disaster.
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2.2.2 Example 2

2.2.2.1 Brodie Mueller

Principle: Vulnerability is the product of many variables. (McEntire (2004). Tenets of vulnerability: An
assessment of a fundamental disaster concept. Journal of Emergency Management 2 (2), Pp. 23-29. (pg 24)

Justi�cation: If we could pin vulnerability down to one thing, like location or government structure,
we could �x it easily and therefore prevent many more disasters to vulnerable populations. However, each
community and each family in those communities have their own unique sets of vulnerabilities.

Social Work Relevance: This is important to social work for many reasons. First, we need to be
sensitive to the fact that many families may have many conditions that make them vulnerable, and may
not be aware of all of them. Because of this, we as social workers need to look at each situation and see
the family in their environment with its hazards. We also need to be understanding and teach people about
their hazards, as they may not know they are vulnerable, and educate them on how to be safer.

De�nition: Vulnerability - Ratio of risk to susceptibility. (Gillespie (2010). Vulnerability: The central
concept of disaster curriculum. Disaster Concepts and Issues. Pp. 3)

Illustration:

Figure 2.3
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2.3 Ethical Issues in Risk Management for Business3

note: These links will help you to explore di�erent topics related to this module's contents.

- Epidemological studies are "natural" experiments. But allowing

naturally occurring harms to continue without abatement and withholding

information from risk bearers creates serious ethical problems.

Read the Tuskegee case as presented at the Western Michigan University

Ethics Center to learn about a nororious case in which

patient rights were egregiously violated for the sake of "continuing

the experiment."

- Risk has meaning only in relation to the socio-technical system

in which it operates. Click on the link above to find out more

about STS analysis and how it can be used to anticipate problems.

- Informed consent is a fundament right in the responsible

management of risk. Click on the link to the Belmont Report to

find out more about this right and its historical importance.

- The Online Ethics Center's definition of informed consent

includes the conditions necessary for fulfilling this right.

Word Version of this Template

This is an unsupported media type. To view, please see http://cnx.org/content/m19085/latest/ EAC TK
STD TEMPLATE.doc

Figure 2.4: This is an example of an embedded link. (Go to "Files" tab to delete this �le and replace
it with your own �les.)

2.3.1 Introduction

Tilting at Windmills in Puerto Rico
The company, Windmar, has purchased land adjacent to the Bosque Seco de Guanica in Puerto Rico. Their
plan is to build a small windmill farm to generate electricity that can be sold to the public utility, the
Autoridad de Energia Electrica. Windmill technology is considered desirable because wind is an abundant,
clean, and renewable resource. But local opposition has stalled this e�ort. Concerned citizens object, �rst
of all, to being excluded from the public hearings that were held to assess Windmar's windmill project.
Opponents also claim that windmill technology can kill birds on the endangered species list and damage the
fragile ecosystems protected in the Boseque Seco de Guanica, an important nature preserve in Puerto Rico.
They also suspect that the windmill project has the ulterior motive of attracting industrial development

3This content is available online at <http://cnx.org/content/m19085/1.1/>.
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into southern Puerto Rico. What risks accompany windmill technology, and how can they be dealt with
ethically?
The real price of cell phones
Recently, a series of microwave antennas have been built in Puerto Rico in the Atalaya hills between the
western cities of Mayaguez and Moca. Di�erent kinds of antennas serve di�erent purposes; some provide
citizens with cell phone service while others make it possible to track hurricanes and other weather devel-
opments. The problem is the impact on the people who live in the surrounding areas. Many antennas have
been built within �ve hundred yards of private residences with some as close as one hundred yards. Local
residents were not consulted when the decision was made to build them. They claim that they have su�ered
a disproportionate number of health problems caused by the EMFs (electro-magnetic �elds) generated by
the antennas. Construction and repair activities occur at all hours, day and night, disrupting sleep and
other normal activities. How should the cell phone companies, government agencies, and other stakeholders
respond to these health and safety concerns? How should the possible risks to health and safety associated
with antennas be assessed and communicated?
No Copper Mines in Puerto Rico
Starting in the mid-1950's, several international mining companies have attempted to receive permission from
the Puerto Rican government to construct mines for gold and copper. Orebodies located in the mountainous
central region of the island, have attracted several proposals for mining projects ranging from large to small
scale. Concerns about water pollution (produced by tailings or mining waste products), air pollution
(accompanying the proposed copper smelting plants), and disruption of the agrarian lifestyle still alive
in central Puerto Rico became focused into considerable political and environmental opposition. Several
mining proposals were defeated as citizens' interest groups formed and intensively lobbied the government
not to permit mining. One mining site, located in the Cala Abajo region, has been reclassi�ed as a nature
preserve to block further attempts at mining. Mining could bene�t the areas around the proposed mining
sites by generating much needed jobs and tax revenue. But these bene�ts come accompanied by increased
risks to the environment as well as public safety and health. How should these risks be assessed? Under
what conditions, if any, could they be deemed acceptable? What processes should be set into place by the
government to ensure adequate public participation in determining whether these risks are acceptable? How
should risk information be communicated to a public which is isolated and still largely illiterate?
"No" to the Coal Plant
In the early to mid-1990's, a consortium of U.S. and Spanish power generation companies proposed an
electricity-generating plant for the Mayaguez area that employed co-generation technology fueled by coal.
Not only would this privately owned plant sell the electricity it produced to the Autoridad de Energia de
Electrica; it would also sell the steam by-product to the two local tuna canning plants that had been operating
in the area since the 1960s. But local opposition arose to derail the project. Coal is a non-renewable resource
that produces noxious by-products that contribute to acid rain and global warming. Geologists pointed out
that the plant would be located dangerously close to an active earthquake fault. Environmental groups
raised concerns about water pollution, especially further deterioration of the already endangered coral reef
in the Mayaguez Bay due to the discharge of the heated water employed to cool the components of the
proposed plant. In televised public hearings, company engineers testi�ed on design modi�cations to keep
endangered species such as manatee from being sucked into the plant through water intake pipes. On the
other side of the debate, the Puerto Rico energy utility, the Authoridad de Energia Electrica, predicted
energy shortages beginning around the year 2000. (These warnings have been vindicated by the frequent
brown-outs and black-outs that residents currently su�er through.) They also argued that the western part
of the island needed its own energy-generating facilities to hold onto crucial industries like the textile and
tuna canning plants located in the area. Finally, they turned to the use of coal to generate electricity as an
e�ective substitute for petroleum which is used to generate most of the electricity used by Puerto Ricans.
Since the rejection of the project, the textile industry has all but disappeared and one of the two tuna
canning plants has relocated to Taiwan. Can government play the role of "honest broker" between private
industry and a suspicious public? Should public utilities contract with private industry to meet energy and
other infrastructure needs? What are the environmental risks of co-generating technology? How can these
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be responsibly communicated to the public? How should all stakeholders weigh environmental, safety, and
health risks against infrastructure expansion and economic development?
Ethical Issues in Risk Management for Business
Each of these cases raises risk issues that cannot be settled by process alone but require substantive debate
focusing on the fragile ethical values embedded in the surrounding socio-technical system. The stakeholders
have at times worked together but more often engage in con�ict over seemingly incompatible yet essential
interests. Private industry has designed these projects to respond to real, market-based needs. For example,
Puerto Rico desparately needs clean, renewable and sustainable sources of energy to protect its fragile
environment and reduce its dependency on foreign oil. Yet other stakeholders, especially a public with
complex and vital interests, have banded together to oppose these and other initiatives. Local residents
demand a right to a livable environment, raise health and safety concerns, and assert civil rights based on
distributive justice, free and informed consent, and due process. Past experiences with ambitious but poorly
designed and executed business and government projects have consumed social capital and undermined public
trust. Continuing development under these conditions has proven di�cult. The Puerto Rican government
has consistently been in the middle attempting to mediate between these contending parties. Can government
play the role of "honest broker" and help lead con�icting stakeholders to political and social consensus? Can
government lead the substantive ethical debate into applications of distributive justice, informed consent,
and sustainable environmental value? Or should it step out of the way and let the public and private industry
�ght it out on their own? What role do free (or semi-controlled) markets have to play in mediating this
con�ict? This module will help you explore these problems through the prism of risk. You will study the
di�erent aspects of risk and learn about their ethical and social implications. The �nal objective is to help
you manage risk ethically through responsible assessment, perception and communication.

2.3.2 What you need to know . . .

Working responsibly with risk requires careful integration of substantive ethical issues, distinguishing di�erent
senses of risk, and mastering the skills required in morally responsible risk communication. In other words, it
is more than just implementing a mechanical process that imposes unwanted consensus on disparate groups
and individuals. (See Sandel for an argument that past ethical controversies such as slavery had to be
settled by means of substantive debates rather than procedural maneuvers.) Ethics is important to risk
because scienti�c risk assessment is value-laden. Values permeate decisions such as choice of method as well
as decisions on how to distribute the burden implied by the uncertainty involved in risk assessment and
management. This section will introduce you to basic moral concepts involved in risk and o�er information
on how risk is assessed, managed, perceived, and communicated.

Responsible Risk Management: Associated Basic Moral Concepts

1. Right: A capacity of action that others are obliged to recognize and respect. A key right in the context
of risk is free and informed consent. (See below)

2. Duty: The obligation to recognize and respect the essential capacities of actions of others. Duties are
correlative to rights. For example, the duty to avoid paternalism in the management and communica-
tion of risk is correlative to the right of free and informed consent.

3. Virtue: Responsible risk management can also be formulated as a virtue. Virtues are traits that extend
"deep down" into an individual's character. They include an orientation toward excellence in decision
and execution, perceptual sensitivities that help to uncover moral relevance, and emotions/attitudes
that help motivate decisions and actions oriented toward achieving excellence. For example, a respon-
sible risk communicator has curiosity that drives understanding and appreciating risk, a concern for
the well being of the risk bearer, and a strong desire to communicate risk information truthfully and
clearly.

4. Justice: Justice can be generally de�ned as giving each his or her due. Distributive justice, in
the context of risk, prescribes a fair distribution of the bene�ts and harms associated with taking
a certain risk. Ideal pattern approaches argue that distribution should conform to a pattern such
as equality (equal shares to everyone), need (greatest share to those with the greatest needs), and
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merit (greatest share to those who demonstrate superior merit). Ideal pattern approaches require
continual redistribution by government through measures such as a progressive income tax. Historical
process approaches prefer maintaining current patterns of distribution provided the historical process
leading to them has been free of force or fraud. Justice in the context of risk lies in determining how
the bene�ts and harms associated with risk are distributed, and how the uncertainty that permeates
the risk assessment and management process is distributed among those involved.

5. Responsibility: Herbert Fingarette de�nes responsibility (in the context of criminal insanity) as
(moral) response to (moral) relevance. Di�erent senses of responsibility include causal, legal (vs.
moral), role, capacity, and blame. Responsibility can be reactive when it focuses on the past and the
assigning of praise and blame; or it can be proactive when it turns to preventing harm (minimizing
risk) and realizing value.

6. Trust: The expectation of moral behavior on the part of others. Trust is built out of the social capital
accumulated through successful interactions with others. It is consumed or undermined by those who
choose to free ride on social cooperation, i.e., compete while others are cooperating. The prisoner's
dilemma (see link above) provides a simpli�ed model to show the fragility of trust (m17367).

Key Terms in Risk Practices

1. Safety: "A thing is safe if, were its risks fully known, those risks would be judged acceptable in light
of settled value principles." (IEE 108)

2. Risk: "A risk is the potential that something unwanted and harmful may occur." (IEE 108)
3. NIMBY: This acronym stands for "Not in my backyard." Citizens often �nd the risks associated

with a project or product acceptable only if these are located somewhere else, i.e., in another person's
backyard. NIMBY has made it next to impossible for the U.S. DOE (Department of Energy) to �nd
an acceptable permanent storage facility for nuclear waste.

4. Free and Informed Consent: The right to decide if a risk is acceptable based on access to pertinent
information and absence of compulsion. The Belmont Report de�nes informed consent in the fol-
lowing way: "[that] subjects, to the degree that they are capable, be given the opportunity to choose
what shall or shall not happen to them. This opportunity is provided when adequate standards for
informed consent are satis�ed." The Online Ethics Center spells out conditions necessary for ful�lling
informed consent: (a) disclosure (of information to the patient/subject); (b)comprehension (by
the patient/subject of the information being disclosed); (c) voluntariness (of the patient/subject in
making his/her choice); (d) competence (of the patient/subject to make a decision); and (e) consent
(by the patient/subject).

5. Paternalism: Often experts are tempted to act as overly concerned parents and take over the decision-
making perogatives of the public because they (the experts) "know better." Paternalism, while well
motivated, is based on the misconception that the public doesn't understand risk because it often
reaches di�erent conclusions on the acceptability of a given risk than the expert. But the public
often appreciates risk from a broader, richer standpoint, especially if the expert has properly and
clearly communicated it. As will be seen below, the public perception of risk is rational because it is
predictable.

Dimensions of Risk

• Risk Assessment: The process of determining the degree of risk associated with a certain product
or process using scienti�c methods such as epidemological study or animal bioassay. While using
scienti�c procedures to gain a measure of exactness, risk assessment still brings with it a remainder of
uncertainty that cannot be eliminated. A risk assessment issues into two uncertainties, the uncertainty
as to whether the harm will occur and the uncertainty as to who (out of the many exposed) will be
harmed. Ethics enters into the picture as stakeholders negotiate how to deal with and distribute this
uncertainty. Responsible risk practice requires integrating the con�icting values and interests of the
involved stakeholders in assessing, communicating, perceiving, and managing risk. It also requires a
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basis of trust that is di�cult to build up given the diverse players that make up the risk taking and
bearing situation.

• Risk Management: The political/social/ethical process of determining if a risk of a certain degree
is acceptable given the settled value principles generally held in the community of the risk bearers.
Responsible risk management requires (a) assessing harm through the responsible exercise of scienti�c
method and (b) communicating the assessed risk to those likely to bear it. Responsible risk management
(i) honors rights such as free and informed consent and due process, (ii) avoids con�icts of interests in
determining and communicating risk, (iii) conscientiously works toward a just distribution of risks and
bene�ts, and (iv) avoids paternalism.

• Risk Perception: How people perceive risk di�ers from the strict, scienti�cally determined degree of
risk. For example, risk perception factors in voluntariness, control, expected bene�ts, lack of knowledge,
and dread of adverse consequences in working toward a judgment on the acceptability of a given risk
by the community of risk bearers. Because the public perceives risk over this broad background
of scienti�c, social, political, and ethical factors, it frequently arrives at conclusions at odds with
judgments reached using strictly scienti�c methods. Those taking a paternalistic attitude toward the
public take this di�erence as evidence of the irrationality of the public and the need for the experts to
taken things into their own hands. However, the public attitude toward risk is intelligible and rational
when this broader, risk perception perspective is taken into account.

• Risk Communication: This dimension focuses on how to communicate risk information to risk
bearers in order to facilitate distributive justice, free and informed consent, and due process. Respon-
sible risk communication requires translating scienti�cally determined information into a non-technical
vocabulary. Analogies and comparisons help as does the use of concrete language and commonly un-
derstood images. But improper use of comparisions and analogies confuses the public and undermines
trust.

• Public: �those persons whose lack of information, technical knowledge, or time for deliberation renders
them more or less vulnerable to the powers an engineer wields on behalf of his client or employer� Davis

Assessing Risk

• Epidemiological Studies: We are constantly exposed to di�erent risks that have become inherent
in our socio-technical circumstances. These ongoing, unintentional experiments are exploited through
epidemiological studies which are designed to measure the correlation between exposure to risk factors
and the occurrence of harm. For example, are those living close to EMFs (electro-magnetic �elds
generated by technologies like electrical power lines) susceptible to certain harms like leukemia? An
epidemiological study would compare incidents of this disease occurring in a population exposed to
EMFs with incidents of this disease occurring in a population, unexposed to EMSs. If there were a
signi�cant risk ratio (usually set at three times the incidents of the harm in the unexposed, control
group) then this provides evidence that exposure to EMFs somehow causes leukemia. (Further study
would be required to con�rm this hypothesis and uncover the causal mechanism by which exposure
produces the harm.) Epidemiological studies are di�cult to carry out and are always accompanied
by uncertainty due to the limitations of the methods employed. Typically, the harm may take years
to become manifest after exposure. Finding a population stable enough to determine the e�ects of
long term exposure is di�cult because individuals frequently move from place to place. Such natural
experiments also bring with them a great deal of "noise"; factors other than EMFs could be causing
leukemia or EMFs could be interacting with other elements in the environment to cause the harm.
Finally, there is the Tuskegee factor. In the notorious Tuskegee experiment, doctors refused to treat
African Americans for syphilis in order to study the long term progression of the disease. Exposing
a population to a risk factor without informing them of the potential harm in order to gain scienti�c
information violates the right of free and informed consent and the duty not to harm.

• Animal Bioassays: Risk information can often be obtained by exposing animals to the risk factor
and checking for emerging harms. While useful, animal bioassays are subject to several problems.
Experimenting on animals raises many of the same ethical concerns as experimenting on humans.
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Utilitarians argue that animals merit moral consideration because they are sentient and can su�er.
Animal experiments are thus subject to the three Rs: reduce, re�ne, and avoid replication. (See
Bernard Rollins) Second, these experiments create two kinds of uncertainty. (a) Projections from
animal to human physiology can lead researchers astray because of the di�erences between the two;
for example, animals are more sensitive to certain harms than humans. (b) Projecting the results from
intensive short term animal exposure into the long term can also introduce errors and uncertainty.
Thus, as with epidemiological studies, there are uncertainties inherent in animal bioassays.

• Risk assessment, while useful, is burdened with uncertainty due to the limits of what we know, what
we can know, and what we are able to learn within the ethical parameters of human and animal
experimentation. Crucial ethical issues arise as we decide how to distribute this uncertainty. Do we
place its burden on the risk taker by continuing with a project until it is proven unsafe and harmful?
Or do we suspend the activity until it is proven safe and harm-free. The �rst gives priority to advancing
risky activities. The second gives priority to public safety and health, even to the point of suspending
the new activities under question.

Risk Perception

• The framework from which the public perceives risk is broader and richer than that of risk assessment.
The following �ve factors in�uence how the public judges the acceptability of a risk assessed at a given
magnitude.

• Voluntariness: A risk that is voluntarily taken is more acceptable than a risk of the same magnitude
that taken involuntarily. Thus, driving one's car to a public hearing on the risks of a proposed nuclear
power plant may be riskier than living next to the plant. But driving to the public hearings is done
voluntarily while living next to the plant is su�ered involuntarily. According to studies, a voluntary
risk is as much as 1000 times more acceptable than an involuntary risk of the same magnitude.

• Control: Closely related to voluntariness is control. A risk under one's control (or under the control
of someone trusted) is more acceptable than a risk of the same magnitude that is not under control.
Charles Perrow, in Normal Accidents argues against nuclear energy technology because its design
allows for components that are tightly coupled and interact with nonlinear patterns of causality. These
two characteristics make it possible for small events to start chain reactions that issue into large scale
disasters. Because these small events cannot be isolated (they are �tightly coupled�) and because they
interact unpredictably (they display nonlinear causality), they escape control and lead to unacceptable
risks.

• Perceived/Expected Bene�ts: A risk of a given magnitude is more acceptable if it comes accompa-
nied with substantial expected bene�ts. One takes the risk of driving to the hearings on the proposed
nuclear plant because the bene�ts of getting crucial information on this project outweigh the risks of
having a car accident. Riding a motorcycle is a risky venture. But the bene�ts received from this
activity in the form of enjoyment make the risk more acceptable than a risk of the same magnitude
accompanied with less bene�ts.

• Unknown Factors: A risk that is not understood is less acceptable than one that is well understood.
Riding a bicycle is a risky venture but, because its risks are well known, it is more acceptable than
other activities accompanied by risks of similar magnitudes. This factor is highly pertinent to EMFs
(electro-magnetic �elds). While EMFs are associated with certain illnesses like leukemia, their e�ects
are not well known and are not understood by the public. This unknown element makes living near
EMF producing technologies less acceptable.

• Dread Factors: A risk may be known and its causal relation to certain illnesses well understood.
Nevertheless it may be less acceptable because the condition it causes is one that is highly dreaded.
EMFs, because they have been associated with leukemia in children, are much less acceptable because
of this "dread factor." The causes of radiation sickness are well known as are the stages of the illness.
But because this kind of illness is highly dreaded, accompanying risks are less acceptable than other
risks of the same magnitude with less of the dread factor. Again, compare crashing on a bicycle with
coming down with cancer to get an idea of how dread permeates the perception of risk.
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• Against Paternalism: Consider the possibility that predictability is one component of rationality.
Then test this hypothesis in the cases presented at the beginning of this module. Can the risks posed by
each project be examined in terms voluntariness, susceptibility to control, expected bene�ts, unknown
factors, and dread factors? If so, then the public perception of this risk is rational because it can be
predicted and understood. Thus, even though members of the public might �nd other risks of the
same�or even greater�magnitude more acceptable, these perceptual factors would render the public's
judgment intelligible and predictable. If all of this is so (and you will be testing this hypothesis in the
exercises below) then paternalism on the part of the expert would not be justi�ed. Furthermore, these
insights into how risk is perceived by the public should provide you with valuable insight into how to
communicate risk to the public.

Responsible Risk Communication

• Telling the Truth: Certainly, responsible risk communication should start with the commitment to
tell the truth. But the virtue of truthfulness is more complicated than it might seem at a �rst glance.
For example, were an expert to tell nonexperts the whole truth this might confuse them, especially if
the account is loaded with complex technical explanations and jargon. Truthfulness might require some
simpli�cation (holding some things back or putting them in di�erent terms), judicious comparisons,
and the use of concrete images. Thus, the virtue of truthfulness requires (a)understanding the audience
and (b) outlining their perceptions, concerns, feelings, and needs. With this in mind, here are some
factors that are useful in communicating risk responsibly and truthfully.

• Know the audience: What is their level of understanding, their needs, and their perceptions. For
example, do they perceive the risk as voluntary, under control, accompanied with substantial bene�ts,
accompanied by e�ects that are well known, and of a low dread factor? The risk perception framework
described above will help you to communicate risk in a helpful and responsible manner.

• Take measures to avoid deceiving the audience: The gap between the expert (those in the know)
and the public is sometimes quite large. This creates the temptation to �ll that gap with less then
truthful content. Avoiding deception requires more than just refraining from telling outright lies. It
also requires taking measures to avoid subtle manipulation and unintentional deception.

• Guard against unintentional deception: (a) Be careful when using rhetorical devises. (b) Use risk
comparisons and analogies to provide the public with benchmarks, not to persuade them that because
they accept risk X they should accept risk Y. (c) Be sure to point out the limits of comparisons
and analogies. (Driving to the public hearing is a risk of a greater magnitude than living next to
a nuclear plant but this does not include key factors such as voluntariness, control, and expected
bene�ts. (d) Avoid con�icts of interest. In exercise one below, you will be looking at an example of
risk communication taken from the movie Silkwood. Think about whether this communication is
reponsible and honest. Do the interests of the risk communicators coincide with those of the audience?
Do the interests of the communicators bias the content of the communication in any way? (For example,
does the upcoming vote to keep the union play a role in this risk communication act?)

2.3.3 What you will do ...

In this section, you will practice managing and communicating risk information. In managing risk informa-
tion, you will practice how to empower, inform, and involve the risk-bearing public. In communicating risk,
you will practice di�erent ways of helping the public to deliberate on the acceptability of certain risks.

Exercise One

• Listen to the doctors communicating the risks associated to exposure to plutonium while working in
the Kerr-McGee plant in the movie, Silkwood. How e�ective is this communicative act? (Explain
your assertion.) How truthful is this communicative act? (Is truth about risk value-free scienti�c
information or do values play a crucial role in our deliberations on risk? What kind of values are at
stake here?)
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• Listen to Charlie Bloom's presentation to the Milagro citizens' meeting on the economic and social risks
associated with the Devine Recreational Center. Describe in detail the audience's reaction. Analyze
both the content and style of Bloom's short speech. Does he facilitate or impede the process and
substance of deliberation over risk? Rewrite Bloom's speech and deliver it before the class as if they
were citizens of Milagro.

• Paul Slovic pictures a part of the risk perception process in terms of unknown and dread factors. In
general, the higher the dread and unknown factors, the less acceptable the risk. Other factors that
enter into the public perception of risk are voluntariness, control, expected bene�ts, and the fairness
of the distribution of risks and bene�ts. Given this depicting of the public's perception of risk, how do
you expect the Kerr McGee employees to react to the risk information being presented by the doctors?
How will the citizens of Milagro react to the risk information they are receiving on the ethical, social,
and economic impacts of the Devine Recreational Project?.

Exercise Two: Risk Perception

• Choose one of the cases presented above in the Introduction to this module.
• Describe those who fall into the public stakeholder group in this case. (See the above de�nition of

"public")
• Identify the key risks posed in your case..
• Describe how the public is likely to perceive this risk in terms of the following: voluntariness, perceived

bene�ts, control, unknown factors and dread factors.
• Given this perception of the risk, is the public likely to �nd it acceptable?

Exercise Three: Risk Communication

• You are a representative from one of the private business involved in the above case
• Your job is to communicate to the public (whose risk perception you studied in exercise two) the risk

assessment data you have collected on the project in question
• Develop a strategy of communication that is based on (a) legitimate risk comparisons and analogies, (b)

that is non-paternalistic, (c) that responds to the manner in which the public is likely to perceive the
risk(s) in question, and (d) is open to compromise based on legitimate public interests and concerns.

Exercise Four (optional)

• Carry out exercises two and three using either the Milagro Bean�eld War town meeting or the
union meeting from Silkwood.

• Pretend you are Charlie Bloom and are charged with outlining the various risks that accompany the
Devine Recreational Facility. The rest of the class, your audience, will play the role of the di�er-
ent stakeholders. These could include the (1) townspeople (owners of local businesses such as Ruby
Archuleta's car body shop and the general store owner, Nick Real), (2) farmers (such as Joe Mon-
dragon), (3) local and state law enforcement o�cers (such as Bernabe Montoya and Kyril Montona),
(4) Ladd Devine Recreation Center employees (such as Horsethief Shorty who leads the construction
crew), (5) local government o�cials (such as mayor Sammy Cantu) and state government o�cials
(including the governor), and Ladd Devine himself.

• Give a short presentation. Then respond to questions and commentaries from your classmates who are
working with the di�erent roles outlined above.

• Take a vote on whether to go ahead with the Ladd Devine project.

2.3.4 What did you learn?

Business and Risk
You are a Corporate Ethics Compliance O�cer developing an ethics program for your organization. How
should your program respond to the ethics of risk issues discussed in this module? How should your corpo-
ration go about identifying and communicating risk factors to employees? How should your corporation go
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about identifying and communicating risk factors to other stakeholders such as customers, local community,
and government agencies?
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This optional section contains additional or supplementary information related to this module. It could
include: assessment, background such as supporting ethical theories and frameworks, technical information,
discipline speci�c information, and references or links.

2.3.6 EAC ToolKit Project

2.3.6.1 This module is a WORK-IN-PROGRESS; the author(s) may update the content as
needed. Others are welcome to use this module or create a new derived module. You can
COLLABORATE to improve this module by providing suggestions and/or feedback on your
experiences with this module.

Please see the Creative Commons License4 regarding permission to reuse this material.

4http://creativecommons.org/licenses/by/2.0/
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